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In this work, two forms of frequency domain optimum solutions for multiple
reference active noise control (MRANC) in a feedforward arrangement are given in
terms of signal spectra and system frequency response functions (FRF). It is particularly
noted that the optimum solutions are uncoupled if the reference signals are uncorrelated
or the noise sources are directly available as reference signals. Other than the traditional
control con®guration which feed each reference signal into a di�erent ®lter, another
control con®guration which combines multiple reference signals into a single input is
also investigated. Although this con®guration generally delivers a compromised control
e�ect, the payo� is a simpli®ed control structure and signi®cant computational savings.
In addition, under some circumstances, the desired performance which is comparable to
other complex con®gurations can be achieved. Simulations based on sound transmission
through a vibrating plate have been conducted and the results presented are consistent
with the theoretical analysis.

# 2000 Academic Press

1. INTRODUCTION

Over the last two decades, active noise control (ANC) has been demonstrated as an
effective approach for low frequency noise reduction. The principle of ANC is based on
the superposition of the two acoustical waves from the primary and secondary sources.
When the two waves are out of phase and of the same amplitude, the superposition
results in complete cancellation of the two waves and therefore generates a silent zone.
ANC provides an ideal complement to the conventional passive noise control approach,
which generally works ef®ciently at higher frequencies.

The application of ANC has been extended from single noise source one-dimensional
acoustical ®elds, e.g., a low frequency ®eld in an air duct, to complex multiple noise
sources in three-dimensional acoustical ®elds, e.g., a sound ®eld in an aircraft cabin. The
extension to three-dimensional acoustical ®elds requires a number of secondary sources
to minimize the mean square signals from a number of error sensors, so that the primary
acoustical ®eld can be spatially matched [1]. The extension to a multiple noise source
environment usually requires more than one reference sensor to generate a complete set
of reference signals [2].

An important issue for multiple reference active noise control (MRANC) is the
selection of the number and the positions of reference sensors. The principle for
reference sensor selection is based on using a minimum number of reference sensors to
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achieve maximum multiple coherence between the reference signals and the primary
noise signals. The number of reference sensors should be as small as possible in order to
simplify control structure and save computational cost, while the multiple coherence
function should be as close to unity as possible in order to achieve maximum noise
reduction [2]. Generally speaking, the reference sensors should be able to detect all the
independent noise sources, which usually implies more reference sensors than
independent noise sources [3]. A number of frequency domain approaches have been
applied to identify noise sources based on coherence techniques [4, 5] and Principal
Component Analysis [6]. The applicability of coherence techniques is determined by the
correlation among reference signals. Principle Component Analysis is effective in
determining the dominant noise sources and does not depend on the correlation among
reference signals. However, the exact locations of reference sensors required to detect
those noise sources remain unknown. Recently, attention has been paid on the
convergence rate as well as the number of controller coef®cients for reference sensor
selection [7].

The previous studies of multiple reference active noise control are mainly focused on
noise source identi®cation and reference sensor selection. An important issue remains
untouched. When MRANC is designed to achieve noise reduction at a number of
locations or globally, the control structure becomes very complicated and the amount of
computations may exceed the computational limit of many digital signal processors
(DSP). It is therefore of much signi®cance to study the possibility of simplifying the
MRANC control structure, while maintaining the desired noise reduction. In addition,
the coupling effect between noise sources and reference sensors has not been directly
investigated.

2. FREQUENCY DOMAIN ANALYSIS

Figure 1 shows a typical MRANC system, in which there are M noise sources, K
reference sensors, one secondary source and one error sensor. Each reference signal is
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Figure 1. Multiple reference multiple input (MRMI) system.
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fed into a different ®lter and the output of each ®lter is summed together to drive a

single secondary source. This multiple reference multiple input (MRMI) con®guration

for processing reference signals attempts to control the primary noise from multiple

primary paths with the secondary noise from multiple ®lters, thus it enjoys the

applicability in general situations and has been adopted in most previous studies [2, 8].

Since the number of the secondary sources and error sensors is chosen to be unity to

simplify the analysis, spatial noise reduction effect is not a concern. The signal at the

error sensor is the superposition of the primary noise and the secondary noise and is

given by

e�o� � d�o� � T�o�xT�o�W�o�, �1�
where d(o) is the primary noise, T(o) is the frequency response function (FRF) between

the secondary source and the error sensor, x(o) is the reference signal vector, and W(o)
is the controller FRF vector, that is

x�o� � fx1�o�x2�o� � � � xk�o�gT, W�o� � fW1�o�W2�o� � � �Wk�o�gT: �2; 3�
The objective of ANC is to minimize the error signal, thus the cost function is de®ned as

x�o� � E�e��o�e�o��, �4�
where the asterisk * denotes the complex conjugate. Substituting equation (1) into

equation (4) and taking the complex derivative with respect to the controller vector [9],

the gradient of the cost function is obtained as

r � E�x̂��o�x̂T�W�o� � E�d�o�x̂��o��, �5�
where

x̂�o� � x�o�T�o�: �6�
The optimum controller vector can be obtained by setting the gradient to zero, thus

Wopt�o� � ÿRÿ1�o�P�o�, �7�
where R(o) is a matrix, whose diagonal terms are the auto-spectra of the reference

signals and off-diagonal terms are the cross-spectra of the reference signals, P(o) is a

vector representing the cross-spectra between the reference signals and the primary noise,

i.e.,

R�o� �

Sx̂1x̂1�o� Sx̂1x̂2�o� � � � Sx̂1x̂k�o�
Sx̂2x̂1�o� Sx̂22̂�o� � � � Sx̂2x̂k�o�

..

. ..
. ..

. ..
.

Sx̂kx̂1�o� Sx̂1x̂2�o� � � � Sx̂kx̂k�o�

0BBBB@
1CCCCA, P�o� �

Sx̂1d�o�
Sx̂2d�o�

..

.

Sx̂kd�o�

0BBBB@
1CCCCA: �8; 9�

It is interesting to note that if the reference signals are uncorrelated, their cross-spectra

would be zero. It follows that all the off-diagonal terms inside the matrix R(o) are zero.

Thus, equation (7) can be rewritten as

Wi;opt�o� � Sx̂id�o�
Sx̂ix̂i�o�

, i � 1, 2, 3 . . . k: �10�

The above equation indicates that the optimum solutions of all the ®lters are

independent, and each ®lter operates without any interference from other ®lters. In other
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words, the ®lters are uncoupled if the reference signals are uncorrelated. The optimum
controller vector can be derived in terms of system FRF's. The primary noise at the
error sensors is formed by M noise sources passing through M primary paths and is
given by

d�o� � nT�o�P�o�, �11�
where n(o) and P(o) are noise source vector and primary FRF vector, respectively, and
can be expressed as

n�o� � fn1�o�n2�o� � � � nm�o�gT, P�o� � fP1�o�P2�o� � � �Pm�o�gT: �12, 13�
The M noise sources are assumed to be uncorrelated with each other, which implies that
any one of the noise sources can not be obtained by linear transformations of other
noise sources. It should be noted that if the M uncorrelated noise sources have Gaussian
distribution, they are also independent [10]. The noise sources and the reference signals
are related by

x�o� � H�o�n�o�, �14�
where H(o) is the source coupling matrix, whose element Hij(o) represents the FRF
between the ith noise source and the jth reference sensor, and can be written as

H�o� �

H11�o� H21�o� � � � Hm1�o�
H21�o� H22�o� � � � Hm2�o�

..

. ..
. ..

. ..
.

Hk1�o� Hk2�o� � � � Hmk�o�

0BBBB@
1CCCCA: �15�

Substituting equations (6), (11), and (14) into equation (5) and moving all the FRFs to
the outside of the expectation operator, the gradient of the cost function is obtained as

r � T��o�H��o�E�n��o�nT�o�bHT�o�T�o�W�o� � P�o�c: �16�
Another form of optimum controller vector can be obtained by setting the gradient to
zero, i.e.,

Wopt�o� � ÿH��o�P�o�
T�o� , �17�

where H+(o) is the pseudo-inverse [11] of HT(o). The optimum controller vector is
expressed in terms of FRFs of the primary path P(o), the error path T(o) and the
source coupling path H(o). This solution is intuitively clear: the error signal comes from
the noise sources through both the primary path and the secondary path, the controller
in the secondary path adjusts its FRF so that the two paths have the same magnitude
response and 180� phase difference. Thus, noise cancellation is achieved.

If H(o) is an identity matrix, which implies that the number of reference sensors is the
same as the number of noise sources, and each noise source is available as reference
signal, equation (17) reduces to

Wi;opt�o� � ÿPi�o�
T�o� : �18�

Again, equation (18) indicates that the optimum solutions of all the control ®lters are
independent. In fact, each optimum solution is determined only by the corresponding
primary path and the error path.
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An alternative MRANC system combines all the reference signals into a single input

(MRSI), as shown in Figure 2. This con®guration generally delivers compromised noise

reduction effect. However, under some special circumstances, the desired noise reduction

effect along with a large number of computational savings can be obtained. The

coherence function between the primary noise and the reference signal is de®ned as

g�o� � Sxd�o�Sdx�o�
Sxx�o�Sdd�o� : �19�

The primary noise and the reference signal can be written as

d�o� � n1�o�P1�o� � n2�o�P2�o� � � � � � nM�o�PM�o�, �20�

x�o� � n1�o�H1�o� � n2�o�H2�o� � � � � � nM�o�HM�o�, �21�
where Hj (o) is the summation of all the FRFs from the ith noise sources to all the

reference sensor and is given by

Hi�o� �
XK
j�1

Hij�o�: �22�

Since the noise sources are assumed to be uncorrelated, their cross-spectra are zero, it

follows that

Sxx � Sn1n1 jH1j2 � Sn2n2 jH2j2 � � � � � Snknk jHkj2, �23�

Sdd � Sn1n1 jP1j2 � Sn2n2 jP2j2 � � � � � Snknk jPkj2, �24�
Sxd � Sn1n1H

�
1P1 � Sn2n2H

�
2P2 � � � � � SnknkH

�
kPk, �25�

Sdx � Sn1n1H1P
�
1 � Sn2n2H2P

�
2 � � � � � SnknkHkP

�
k: �26�

In the above equations, the frequency symbol o is skipped for simplicity. Subtracting the
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Figure 2. Multiple reference single input (MRSI) system.
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numerator from the denominator of the coherence function de®ned in equation (19)
results in

SxxSdd ÿ SxdSdx

�
Xk

i;jÿ1;i6�j
�SniniSnjnj�jHij2jPjj2 � jHjj2jPij2 ÿHiH

�
j P
�
i Pj ÿH�i HjPiP

�
j ��

�
Xk

i;j�1;i6�j
�SniniSnjnj�jHiPj ÿHjPij2��:

�27�

Since the auto-spectrum is non-negative, the above expression is also non-negative,
which implies that the coherence function is less than or equal to unity, i.e.,

g�o�E1: �28�
This result indicates that perfect noise cancellation may not be achievable with the
MRSI con®guration. It should be noted that since there are no unaccounted input
signals, output signals, or non-linear components in the system, if the system is
con®gured properly, unity coherence function is expected. Thus, the coherence
inadequacy is caused by the defect of the MRSI con®guration. It is also important to
note that the MRSI con®guration is defective even when the reference signals are
uncorrelated. This conclusion can be seen by assuming that each noise source is
available as a reference signal, accordingly, every noise coupling term Hi in equation (27)
drops out and equation (28) still holds. As a conclusion, compromised noise reduction is
anticipated as a result of the defective MRSI control structure.

However, attention should be given to two special circumstances: (1) SniniSnjnj � 0, for
i 6� j, which indicates that each reference signal occupies a different frequency range; (2)
|HiPjÿHjPi|= 0, for i 6� j, which may result from the case when each noise source is
available as a reference signal, and all the FRFs of the primary paths are equal. Under
the above two circumstances, equation (26) is equal to zero, which implies unity
coherence function throughout the frequency range. Thus, when either one of the above
two conditions is met, the performance of a MRSI con®guration is expected to be
equivalent to that of a MRMI con®guration. For example, when several engines run at
different speeds, each engine can be considered as a source radiating only tonal noise,
since the base tone frequency is different, a MRSI con®guration can be used to obtain
desired noise reduction. This falls into the ®rst circumstance. If the noise sources are
adjacently located and available as reference signals without coupling, and the error
sensors are far away from the noise sources, all the primary paths are expected to be
comparable. As a result, the desired noise reduction effect can be achieved with a MRSI
con®guration. This falls into the second circumstance. The choice of a MRSI
con®guration signi®cantly simpli®es a MRANC system as compared to a MRMI
con®guration.

3. SIMULATION SET-UP AND SYSTEM MODELLING

In the previous section, the frequency domain optimum solution of a typical MRANC
system is derived followed by the performance comparison of two distinct con®gurations
using coherence analysis. In order to verify the theoretical results, computer simulations
are carried out with the transfer functions based on an actual MRANC system discussed
below.
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As shown in Figure 3, there are two disturbance sources, one secondary source and
one error microphone for the plate system. With the dimension of 0�381 m long and
0�305 m wide, the plate is mounted in a heavy steel frame, which produces negligible
rotation and displacement of the boundary, approximating clamped boundary
conditions. The steel frame is further mounted in a rigid wall with one side facing
toward a reverberation chamber and the other side toward an anechoic chamber. The
plate is excited by two distinctive noise sources; one is the acoustical disturbance from a
large speaker, while the other is the structural disturbance from a piezoelectric ceramic
transducer (PZT #1) mounted on the plate. The secondary control source acting on the
plate is another piezoelectric actuator (PZT #2). The positions of both of the PZTs are
selected such that any plate mode of order (4,4) or less can be excited, as shown in
Table 1. The error sensor is a microphone located in the direction approximately
perpendicular to the center of the plate, but slightly off the center such that the even
modes of the plate have relatively small noise contribution, but are still observable and
controllable. The goal of the control is to minimize the total radiated sound at the error
microphone. The two particular noise sources are chosen in an effort to simulate what
happens in an aircraft cabin, which may generate interior noise due to directly applied
structural forces as well as acoustical pressure ¯uctuations acting on it from the exterior.

The system shown in Figure 3 has two primary paths (from the speaker through the
plate to the error microphone and from the PZT #1 to the error microphone) and one
error path (from the PZT #2 to the error microphone). The FRFs of the two primary
paths and the error path were modelled with FIR ®lters. In order to obtain the FIR
models of the system, the FRFs were measured with a B&K 2032 digital signal analyzer,
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Error mic.

Anechoic insert

PZT # 1
Dist. # 2

Speaker 
(Dist. # 1)

Steel
frame

Wall

PZT # 2
Sec. source

Figure 3. Experimental set-up.

TABLE 1

Excited modes and measured natural frequencies of the clamped plate

Mode (1,1) (2,1) (1,2) (2,2) (3,1)
Frequency (Hz) 115 201 265 342 350
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and 801 frequency response data samples equally spaced between 0 and 400 Hz were
obtained. These frequency response data were ®tted with FIR ®lters using the least
square method [12]. The frequency range is constrained to be below 400 Hz. Within the
chosen frequency range, a maximum of ®ve structural modes can be excited.

The number of coef®cients in each FIR ®lter was chosen to be 128 such that both the
phase and magnitude of the FRF can be well matched at the frequency range where
large noise cancellation is desired. The match at other frequency ranges (e.g., below
40 Hz) is not very important, since the noise cancellation at those frequency ranges is
unobtainable due to the dynamic limitations of the PZT actuators. The sampling
frequency is chosen to be 800 Hz, which is exactly the Nyquist frequency for the system.
The measured frequency response functions and their corresponding FIR models are
shown in Figures 4±6. The speaker excitation acting normal to the plate has the
dominant frequency response at the (1,1) mode, as shown in Figure 4. The two PZT
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excitations generate similar frequency response due to their physical locations at the
plate.

4. SIMULATION RESULTS

In the ®rst simulation, the performance difference of the two con®gurations (MRSI
and MRMI) is examined with two independent random signal generators as the noise
sources. For the MRMI con®guration, the two reference signals are obtained directly
from the two random signal generators. For the MRSI con®guration, the reference
signal is the summation of the signals from the two random signal generators. The
optimum ®lter weight vectors for both con®gurations are calculated based on the norm
equation, which will be derived in detail in part II of this paper. Here the result is given

(a)
101

10–4

10–5

M
a

g
n

it
u

d
e

P
h

a
se

 (
d

eg
re

es
)

(b)

–150

–100

–50

0

50

100

150

200

–200
50 100 150 200 250 300 3500 400

Frequency (Hz)

10–3

10–2

10–1

100

Figure 5. Frequency response function ((a) magnitude, (b) phase) and its FIR model for the primary path
no.2: Ð, measured transfer function; ±�±�±, FIR model.



754 Y. TU AND C. R. FULLER

as

RWopt � ÿP, �29�
where

R � E

x̂1�k�x̂T1 �k� x̂1�k�x̂T2 �k� � � � x̂1�k�x̂Tk �k�
x̂2�k�x̂T1 �k� x̂2�k�x̂T2 �k� � � � x̂2�k�x̂Tk �k�

..

. ..
. ..

. ..
.

x̂k�k�x̂T1 �k� x̂k�k�x̂T2 �k� � � � x̂k�k�x̂Tk �k�

0BBBBB@

1CCCCCA, P � E

x̂1�k�d�k�
x̂2�k�d�k�

..

.

x̂k�k�d�k�

0BBBB@
1CCCCA: �30, 31�
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The expected values inside the matrix R and the vector P were approximated using the
average of 4096 samples. The residual noise after control is obtained by substituting the
optimum weight vectors into controller ®lters.

The error signal after control (residual noise) in the time domain is shown in Figure 7,
which indicates that the error signal for MRMI is much smaller than that for MRSI. In
other words, MRMI achieves much better noise reduction than MRSI. Although perfect
noise cancellation with MRMI can be achieved theoretically since the system is casual,
completely coherent and without any additional noise, the error signal does not reach
zero. This is due to the ®nite ®lter length effect since each controller ®lter for MRMI has
only 128 coef®cients. A comparison of the power spectral density is shown in Figure 8,
which clearly indicates that the performance of MRMI is much better than that of
MRSI. In fact, 10 dB overall noise reduction for MRMI is achieved, while only about
3 dB overall noise reduction is achieved for MRSI. It should be noted that the
maximum noise reduction occurs in the vicinity of the resonance frequencies, while at
the off-resonance frequencies, only a small amount of noise attenuation is achieved. It is
also evident that the maximum noise reduction occurs at the frequency ranges of 110±
200 and 340±400 Hz. This result is expected since the odd modes of the plates, i.e., (1,1),
and (1,3) modes, matching the two frequency ranges, have dominant noise contribution
at the error sensor due to the microphone location. In this simulation, the controller
®lter in MRSI has 128 coef®cients and each of the two ®lters in MRMI has 128
coef®cients; further investigation shows that increasing the number of coef®cients in
MRSI does not improve the noise reduction effect signi®cantly.

Since both noise sources in the preceding simulation have the same frequency range
between 0 and 400 Hz, the poor performance of MRSI is expected. However, if the two
noise sources have a non-overlapped frequency range, MRSI is expected to have
comparable performance with MRMI. In this simulation, the ®rst noise source is
provided by a random signal generator passing through a low-pass ®lter with a cut-off
frequency at 160 Hz, and the second noise source is provided by another random signal
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generator passing through a high-pass ®lter with the cut-off frequency at 160 Hz. Thus,
each noise source occupies a different frequency range. Each of the two ®lters in MRMI
has 128 coef®cients, and the only ®lter in MRSI also has 128 coef®cients. The power
spectral density of the error signal before and after optimum control is shown in Figure
9. The result shows that the performance of both con®gurations is close. In fact, the
overall noise reductions for MRSI and MRMI are 13�7 and 15�1 dB, respectively. The
slight performance difference is due to the spectrum leakage around the cut-off
frequency and different total number of ®lter coef®cients. Theoretically, the same
performance can be achieved if the reference signals occupy non-overlapped frequency
range. However, since MRSI has a very simple structure, a signi®cant amount of
computations can be saved. It is interesting to note that, under the assumption that each
noise source has a unique frequency range, the MRSI approach is conceptually the
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inverse of the sub-band approach. In speech signal processing, in order to fully exploit
the masking effect of human auditory perception, the speech signal is sometimes ®ltered
into different frequency ranges using band-pass ®lters, and each frequency range is
processed independently according the signal characteristics in the particular frequency
range [13].

It has been theoretically predicted that if all the primary paths are similar to each
other and each noise source is available as a reference signal, then MRSI is expected to
have comparable performance as MRMI. In this simulation, the ®rst primary path is
replaced by the variation of the second primary path. Each coef®cient of the FIR model
of the second primary path is multiplied by a random number in the range of 0�75 to
1�25 to obtain a new set of coef®cients, which is served as the model for the ®rst primary
path. Thus, the two primary paths are similar, as shown in Figure 10. The power
spectral density of the error signal before and after optimum control is shown in
Figure 11. The overall noise reductions for MRMI and MRSI are 15�3 and 14�8 dB,
which clearly indicates that the performance of both con®gurations is very similar.

5. CONCLUSIONS

A frequency domain optimum solution of a multiple reference active noise control
(MRANC) system based on a general con®guration (MRMI) has been derived, and the
coupling effect between noise sources and reference sensors has been considered.
Another simpli®ed control con®guration in which the reference signals are directly added
together to form a single signal has been investigated and compared with the MRMI
con®guration. When there are several noise sources, the MRMI con®guration generally
performs much better than the MRSI con®guration. However, when each reference
signal occupies a unique frequency range, or all the primary paths are similar to each
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Figure 11. Spectrum of error signal when two primary paths are similar: Ð, before control; ±�±�±, with
MRSI control; ±±±, with MRMI control.
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other and each noise source is available as a reference signal, the two con®gurations can
result in comparable noise reduction. In this situation, since the MRSI con®guration is
much less complex, a signi®cant amount of computational and memory saving can be
achieved.
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